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Abstract

We present the SmilelD face recognition system,
a commercial system for frontal-face identity verifi-
cation on mobile handsets in Africa. Our work is
a case study in building and deploying a real-world
face recognition system that must work primarily on
non-caucasian faces. Unlike commercial systems that
aim to reduce bias by minimizing accuracy dispar-
ity between light-skinned and dark-skinned faces in
many lighting conditions and poses, our system fo-
cuses specifically on frontal face smartphone-based
authentication of dark-skinned, African faces. While
much research work has focused on improving model
structures and loss functions to reduce modal bias, we
show that a data-centric approach — training a state
of the art network on African faces — yields strong re-
sults. We observe gaps between the accuracy numbers
on dark-skinned faces reported by commercial “multi-
purpose” systems like AWS Rekognition and their real-
world performance once we add the constraints that
the images come from low-power handsets as selfies
in frontal-only poses. Our model outperforms Rekog-
nition on a benchmark dataset for frontal authentica-
tion and achieves an 11% gain over a baseline Arc-
Face implementation in this setting by training on an
African dataset. On the other hand, it also improves
homogeneity by 16% and completeness by 21%.

1. Introduction

Over the past few years, face recognition mod-
els based on Deep Convolutional Neural Networks
(CNNs) have closed the gap to human-level perfor-
mance on academic datasets and enabled a wealth
of applications. However, these models have largely
been designed and tested with data collected from Eu-
ropean and American and predominantly caucasian
faces [5]. As a result, many models exhibit signifi-
cant accuracy disparities across intersections of groups

split out by ethnicity, gender, and skin tone [2] [4] [10]
[17]1 [°]. What’s more, much research effort has gone
into optimizing these models to perform well across
a variety of lighting conditions and poses that match
the applications of interest of a majority-western cus-
tomer base. Recently, commercial face recognition
providers such as AWS Rekognition, Microsoft, and
Google have come under significant criticism for re-
leasing biased models and for enabling surveillance
applications. Their response has been to acquire more
balanced training data and assess their models for bias,
often defined as the accuracy disparity between sub-
groups of the data, such as dark-skinned women and
light-skinned men [13]. However, their goal has re-
mained building robust general-purpose face recogni-
tion.

We present a face recognition system targeted
specifically at non-surveilance, frontal face authenti-
cation to empower smartphone-based authentication in
Africa for use cases like banking, lending, or ride shar-
ing. Existing datasets do a poor job of assessing face
recognition systems for this use case and that most
of existing facial recognition commercial systems, in-
cluding AWS Rekognition, perform below recently
published benchmarks on dark-skinned faces [23] [1].

Our model is a facial embedding model based on
the ArcFace loss function [3] that is transfer-learned
using a proprietary dataset of African faces. Like most
CNN-based face recognition systems, our model fol-
lows a metric learning approach, in which the goal is
to learn a geometric representation of the input faces
that can be assessed with a distance metric, such as the
{y-distance or cosine similarity at inference-time. The
goal is to simultaneously achieve intra-class compact-
ness [12] and interclass separability [14] of the pat-
tern learnt by their underlying convolution neural net-
work architecture. Intra-class compactness promotes
a low standard deviation of the extracted features for
one specific class and separability encourages the dis-
tributions of the classes being learnt to be distant from
each other [11] [7] [25]. While separability has been



the main research focus for several years, compact-
ness has recently gained a lot of interest recently, as
models which also focused on improving compactness
demonstrated high robustness [22]. We show that by
focusing on the right data and using transfer-learning
onto African face data greatly improves compactness
and outperforms current state-of-art models. In sec-
tion 5, we provide an analysis of how transfer learning
modifies the representations learned by our model with
increasing African training data.

2. Related work

Our work follows other efforts using transfer-
learning to improve recognition results for specific
subgroups and de-bias face recognition models. Lut-
trell et al [15] show that transfer-learning can be a
viable strategy for face recognition even on small
datasets. Smith et al [20] demonstrate that transfer
learning from face recognition models can be used to
perform alternate tasks like gender classification and
age estimation. Yin et al [26] use the MS-Celeb-1M
dataset and combined transfer learning and data aug-
mentation techniques to build a center-based feature
transfer facial recognition framework that could cap-
ture under-represented data. Other work [18] [21]
shows promise for de-biasing pre-trained models us-
ing transfer learning with balanced data. However,
this approach faces significant challenges: identifying
arepresentative datasets for each subgroup is challeng-
ing, especially if the learning method requires that the
data for different subgroups come from the same dis-
tribution. Data augmentation techniques have shown
promise, but haven’t been accurate enough to success-
fully boost the numbers for under-represented classes
[19]. Moreover, Wang et al showed that balanced
data may not be enough, due to the fact that in some
cases, the correlation between target labels and fea-
tures learnt may be amplified by the models [24].

3. Approach
3.1. Data

We collected a proprietary dataset for frontal face
authentication in Africa. Images were collected from
individuals authenticating with a service through the
SmileID mobile SDK, built into third-party apps built
by SmilelD’s customers in Africa. For each individ-
ual, selfies were captured using the front-facing cam-
era over a few-second interval; in addition, a single
picture was captured for each re-authentication. A true
value comparison was performed between the enroll-
ment picture and the authentication picture by a trained

human labeler. In this research we used a total number
of 22,330 images. We reserve 30% of the dataset for
evaluation purposes, splitting at the subject-level. In
Figure 1 we illustrate the composition of our dataset
compared to the popular Celeb-1M dataset [5] by sam-
pling 500 aligned faces from each dataset. For further
testing we also use LFW [8]. We also extract only dark
faces from LFW and do random pair matching to cre-
ate dark face pair dataset, LFWB, of 10817 face pairs.

Table 1. SmileID FFD Summary Statistics
Average Faces
35

Median Faces
15

Distinct Individuals
638

(a) (b)

Figure 1. Blended faces for (a) CeleblM, our pre-training
dataset, (b) the SmileID FFD dataset, our transfer-learning
dataset.

3.2. Model and Loss

Our model is based on the ResNet50 architec-
ture [6] made up of convolutional and fully-connected
layers. For performance reasons and because many of
the images captured on handsets in our application are
of low resolution, the input size of 112x112 is used.
We also consider the embedding size of 512.

We use the Additive Angular Margin (“Arc-
Face”) [3] loss, which is effectively a softmax signal
over an angular margin metric, to learn a space of face
representations in which the cosine similarity between
embeddings provides is a robust distance metric:
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where 6; := 6;(z;) is the angle between a weight W
and the last deep layer feature z; and y; is the ‘correct’
class for sample ¢, so 0,, is the target ground truth an-
gle, m is an angular penalty margin, and s is a feature
scale.
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3.3. Pre-training

Our model is pre-trained on the MS-CelebIM
dataset [5], the most popular large open dataset used



for face recognition consisting of predominantly white
faces. ArcFace feature scale s and margin m are set to
64 and 0.5 respectively, momentum to 0.9 and weight
decay to 5e-4. A batch size of 128 is used and trained
for 180K iterations with a stochastic gradient descent
optimizer.

3.4. Transfer Learning

Our model is then fine-tuned on the train split of
the SmilelD Dataset. We freeze all pre-trained layers
except for the last 4 ResNet layers, consistent with the
layer freezing approach [36]. We do this to help our
model focus on the details of our task and keep the
low-level features learnt during the pre-training pro-
cess. The ArcFace feature scale s and margin m are
set to 64 and 0.5 respectively, momentum to 0.9 and
weight decay to Se-4 just like in pre-training. We used
a batch size of 16 and trained for 16 epochs.

3.5. Preprocessing

During training and inference, image values are
normalized between zero and one, and for each im-
age in the pipeline, a face is located, cropped and
aligned to a 112x112 bounding box. Images with no
face found during training are automatically removed
from the pipeline.

3.6. Data Augmentation

Data augmentation is applied during both the pre-
training and transfer-learning process. Using random
choice probabilistic approach, random saturation and
brightness is applied on train images with 50% proba-
bility, vertical flipping introduced with 40% probabil-
ity, and with 10% probability minor gaussian and salt
pepper noise is also applied. We use 0.6 for the lower
bound for the random saturation factor, and 1.4 on the
upper bound. On brightness, we use 0.4 for our max
delta.

3.7. Evaluation

For testing we use LFW data, 30% out of sample
of FDD data and LFWB data. LFW, FDD, LFWB
are described in section3.1. For each model consid-
ered, we look at the overall weighted accuracy on test
data. We also compute homogeneity and completeness
on dark faces between the ArcFace pre-trained model
and African-face transfer-learned ArcFace model, to
assess compactness and separability of the generated
clusters between the two models. Using TSN-e, we
also visualize the cluster output of both models for 10
randomly selected individual facial clusters.
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Figure 2. ROC curve on FDD
4. Results

We compare our model to AWS Rekognition and
the published ArcFace implementation trained on
Celeb1M only. We perform experiments using LFW,
LWFB and the SmileID FDD dataset. Accuracy evalu-
ations are done at the equal error rate threshold. LWFB
is composed of random pairing of dark faces in LFW.

As shown in Table 2, we achieve an 11% gain
over the baseline ArcFace implementation on African
faces. An ROC curve is given in Figure 2.

Table 2. Overall model results comparison
Model LFW | FDD | LFWB
AWS Rekognition | 99.2 | 974 96
Arcface Baseline 99.3 88 98.1
Optmized Arcface | 98.8 | 98.9 99.8

Table 3. Model homogeneity and completeness comparison
on African faces, Arcface Baseline vs Optimized Arcface

Model Homogeneity | Completeness

Arcface Baseline 0.798 0.740

Optmized Arcface 0.959 0.963
5. Analysis

Using TSN-e [16] visualization on classification re-
sults per cluster, we visualize the separability and com-
pactness of the two models on both Caucasian and
melanin faces. We use a sample of ten individuals with
their multiple face snapshots.

Looking at Figure 3, we see that the optimized
model improves over the published ArcFace baseline
on African faces both on separability and compact-
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Figure 3. (a) Published ArcFace Embedding Clusters on
African Faces, (b) Optimized ArcFace Embedding Clusters
on African Faces

ness. The pattern in Figure 3 (a), shows that pub-
lished ArcFace performs poorly on separability on
African faces. However, it does fairly well on com-
pactness with limited performance. This may imply
that, trained on majority Caucasian faces, the model
understands the low-level features well but fails to
grasp task specific features due to the differences be-
tween African and Caucasian faces.

Using MS-Celeb-1M we also visually analyze the
compactness and separability of the improved model
on source data compared to the pubished ArcFace. The
analysis is done on 10 randomly selected individuals’
clusters.

Figure 4, shows that our approach keeps good sepa-
rability and compactness on the source target after the
transfer-learning process with very minimal accuracy
trade off. The overall accuracy trade-off on the LFW
dataset is less than one percent as shown in Table-
2. We also compute homogeneity for each model on
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Figure 4. (a) Published ArcFace Embedding Clusters on
Caucasian Faces, (b) Optimized ArcFace Embedding Clus-
ters on Caucasian Faces



African faces, Table-3 shows that the method used
yield better results.

6. Conclusion

We present results from transfer-learning a state-of-
the-art face recognition model for African face authen-
tication. Despite the large amount of effort that has
gone into debiasing commercial systems, we are able
to outperform AWS Rekognition on this face recog-
nition subtask by 1.5%. We improve by 11% over
the baseline ArcFace implementation and show that
transfer-learning greatly improves the learned repre-
sentations for African faces in compactness and sep-
arability. We believe that frontal-face, smartphone-
image-based authentication is an important benchmark
task for face recognition as it enables consented au-
thentication for several important use cases in the de-
veloping world, where other means of identity verifi-
cation are often prohibitively expensive.

In future work, we plan to explore how we can
improve recognition robustness for African faces us-
ing different transfer learning techniques, loss func-
tions, and preprocessing. We also plan to analyze how
error and bias in face recognition accumulate in the
pipeline from cellphone image capture to model infer-
ence and describe techniques for improving accuracy
on African face recognition in the capture, preprocess-
ing, and alignment steps.
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